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Motivation I. Deeper Pipelining and Popular Usage



Motivation II.
● A well-defined problem with a publicly available dataset & simulator

Original Proposal - Guaranteeing Fairness in Hybrid-Memory System



Approach
● Perceptron
● 2-layer Network
● RNN (in progress)
● TAGE-SC-L [2]
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RNN - Real Time Recurrent Learning(RTRL)

Approximation for real-time training



TAGE-SC-L, 2016 [2]

● Find longest matching history

● 2-stage process with prediction as well 
as confidence for Statistical Corrector



Implementation
● Hardware budget (Storage) is limited to 8KB and 32KB
● The size of hash table is not less than that of input to the neural network
● # of bits for each neuron is also a design choice
● Learning rate must be tuned
● Circuitry-level implementation is left for future work

○ e.g. using SimpleScalar [3]



Experimental Methodology
● Workloads & Simulator - Championship Branch Prediction(CBP-5), 2016

○ from 5th JILP Workshop on Computer Architecture Competitions (JWAC-5)
○ Workloads - Random(4.9B; today) / Small(today) / Large / All (43B; final report)
○ Simulator - Modified

● Criteria - Prediction Accuracy (%), Hardware Budget (KB)



Result: Perceptron

[3]



Result: 2-layer



Result: All Methods



Conclusion
● Perceptron performs better than 2-layer network despite its small size.
● TAGE-SC-L outperforms the others.
● 64-128 length of global branch history is needed for prediction.



Lessons
● In research, it is paramount to find dataset and evaluation method (or 

simulator).
● Testing with a small size of data saves loads of time.
● A quite large proportion of research related to HW is conducted in private 

businesses
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